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The modulated differential scanning calorimetry study of amorphous Segy.xTe1oSn, (x = 0,
2.5, 5, 7.5, and 10) is reported. The glass samples were fabricated using a conventional
melt-quenching method. The processing of the non-isothermal data was performed using
the advanced thermokinetics software package. To determine the variation of the
activation energy for crystallisation as a function of reaction progress the main three
isoconversional methods, namely the differential method of Friedman and the integral
methods of Ozawa-Flynn-Wall and Vyazovkin, were used. Based on an ASTM E698
analysis of the data, the effect of Sn content was determined. The Avrami exponent of
SegoxTe1oSn, was determined and found to be dependent on the Sn content, indicating
different dimensions of growth. The prediction of the isothermal reaction progress was
employed to calculate the reaction model, g(a). A very large increase in the specific heat
values of SeqyTe;oSn, was observed at the respective glass transition temperatures, which
were also found to be highly Sn-content dependent. The Raman spectra for Segy.<Te;oSny
together with X-ray diffraction and possible glass structures are discussed. A remarkable
change occurs at a Sn concentration of 10 at%, which indicates the formation of SnSe,.
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1. Introduction

Modulated differential scanning calorimetry (MDSC) is a form of conventional DSC in
which a small oscillation is superimposed upon the otherwise linear heating rate. The technique of
modulated differential scanning calorimetry enables the deconvolution of the resultant heat flow
profile during this cyclic heating that not only provides the total heat flow obtained from
conventional DSC but also separates the total heat flow into its heat capacity-related (reversible)
and kinetic (non-reversible) components [1,2].

Chalcogenide glasses are attractive materials due to their various scientific and technological
applications. The three chalcogenides with S, Se, and Te as parent elements are the subject of a
broad range of scientific research. Selenium and its alloys have become materials of considerable
commercial importance in device technology. Although pure Se exhibits a short lifetime, low
sensitivity, and high viscosity [3], by alloying selenium with another element, such as tellurium,
these difficulties can be overcome, enabling the achievement of higher sensitivity, greater
hardness, higher crystallisation temperature, and smaller ageing effects compared with pure Se [4-
7]. The substitution of Te for Se partly breaks up the Seg ring structure and increases the chain
fraction but reduces the chain length of the Te structure, leading to thermal instability. However,
the addition of a third element may be used to overcome this negative aspect.
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Thus, the insertion of an impurity, such as Sn, in a Se-Te binary alloy is of particular
interest, as such doping of Se-Te alloys has been shown to produce remarkable changes in their
properties, such as a higher glass transition temperature, a higher crystallisation temperature, and
improved thermal stability compared with the host Se-Te alloy [5-7]. Due to the anticipated
advantages, a thermal analysis study of amorphous Sego<Te;oSn, (x = 0, 2.5, 5, 7.5, and 10) was
performed using modulated DSC. From the non-isothermal results, the activation energies for
crystallisation were calculated using AKTS-Thermokinetics software [8]. Additionally, from the
reverse heat flow data, the heat capacity was determined. The obtained results are discussed in the
framework of Raman spectroscopy and X-ray diffraction (XRD).

2. Experimental methods
2.1 Materials and techniques

The materials in a glassy state were prepared by the well known melt quench technique.
High purity elements (99.999% Sigma Aldrich) of Se, Te, and Sn in the proper atomic wt%
proportions were sealed in an evacuated (10~ Torr) quartz ampoule (12 mm diameter). The
contents were heated to around 950 K for 24 h. The ampoule was regularly shaken to ensure good
homogeneity. The melt was quenched in ice water.

The MDSC experiments presented in this paper were performed using a TA Instruments

Q-2000 instrument, with an accuracy of £0.1 C and a sensitivity of 0.2 uW, under dry nitrogen
supplied at a rate of 50 ml min~'. To minimise the temperature gradients, a small weight (5 mg)
and uniform fine powder from the samples was spread as thinly as possible and encapsulated in

0
standard aluminium sample pans. The samples were initially equilibrated at 20 C for 2 min, and
the non-isothermal MDSC curves were obtained at certain heating rates between 3 and 30 K min™'

and with a modulation amplitude of i3OC and modulation period of 10 s. The temperature and
enthalpy calibrations were validated using indium (7}, = 429.75 K, AH,, = 28.55 Jg ') as a standard
material.

Raman spectra were measured using a Raman microscope spectrometer (Bruker Senterra
RMS System) with a resolution of 3 cm™ at a wavelength of 532 nm at room temperature. The
temperature-dependent XRD measurements were performed inside an Anton Paar furnace attached
to the diffractometer using CuK, radiation (A = 1.5418 1&). The X-ray tube voltage and current
were 40 kV and 30 mA, respectively.

2.2 Kinetic analysis

The advanced thermokinetics software package AKTS-Thermokinetics was used in this
study. Note that the kinetic parameters of the reaction can be significantly influenced by the
baseline determination. However, throughout the determination of the thermokinetic parameter the
AKTS software tool is able of executing the baseline optimisation simultaneously, thereby
increasing the accuracy of the estimated parameters [8]. The software suite is based on
isoconversional principle techniques, indicating that the reaction rate at a constant reaction
progress o is only a function of temperature.

In solid-state transformations, the kinetic model equation for a single-step process is given
by[9,10]:

— K1) (o), (1

where T is the temperature, ¢ is the time, K (T ) is the effective overall reaction rate constant, O is

the reaction progress (conversion fraction) that represents the volume of the crystallised fraction,
and f (a) is the reaction model. Because the reaction rate constant follows the Arrhenius

equation, Eq. (1) becomes:



305

da E
E—A exp(—ﬁjf (OL), 2)

where 4 (s’l) is the frequency (pre-exponential) factor, £ (kJ mol’l) is the activation energy,

and R is the universal gas constant. Under non-isothermal conditions where the reaction rate
constant (K min’l) is given by (B=d7 /dt), Eq. (2) becomes[9]:

do daf1) 4 E
sl o

The isoconversional method is a useful method to obtain trustworthy kinetic information for
both non-isothermal and isothermal processes. Generally, this method can be divided into two
categories: differential and integral methods. However, there are three major isoconversional
methods that are commonly used:

- Differential (Friedman)[11]
- Integral (Ozawa-Flynn-Wall)[12,13]
- Integral and Advanced integral based on a non-linear procedure (Vyazovkin) [9,10,14-16]
For different heating rates, [3;, and at a specific reaction progress, o, the Friedman method

[11] can be used directly from Eq. (2) as:

d E,
&), s ) @

At this precise value of o the parameters £ and ln(Aq f (oc)) are then calculated from a plot of

In (doc/ dr )ai versus 1/T; . The index i represents various temperature programs.

Integrating Eq. (3) leads to:

Q
|| —— R
(=]

doo A E
g(a)= 7 (o] :ET{GXP[_RT (t)J dr (5)

where g (oc) is the integral form of the reaction model. The integral in Eq. (5) does not have an

analytical solution, hence a number of approximate solutions exist. Several of these approximate
solutions enable the integrals to be solved with very high accuracy.

Ozawa and Flynn and Wall (FWO) each independently developed a method for the
determination of the activation energy, which is the so-called integral isoconversional method.
This method is based on several curves measured at different, but constant, heating rates. The
lower limit of integration gets a value of T\, =0 if 7, lies below the temperature at which the

reaction rate is visible. The logarithm form of Eq. (5) after integration then becomes:

(e (o) =1 45 |- 1n(B) + (P (=), ©
where:
P(z)zeXpZ(_Z)—zjeXpZ(_Z)dz and 22%. 7

According to Doyle's approximation (lnP (z ) =-5.3305-1.0518xz ) , Eq. (6) becomes [9,10,17]:
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As a result, from the above equation, the parameter £ at a specific value of o can be estimated

EO(
j—ln(g(oc))—5.3305—1.0518RT : (8)

ai

from a plot of Inf versus /T, .
The third way of determining the activation energy E at any particular value of o, can

be achieved by using the integral isoconversional method developed by Vyazovkin [9,14-16]. For
a series of n experimental runs at different heating rates, the value of £ that minimises the

objective function €, is:

Q_i=1j§I(Ea,Taj)Bi ’ ©)

where the temperature integral, /, can be evaluated as:

[(E,.T,)= jOT exp [%) dr , (10)

This temperature integral assumed that the value of E_ is constant through the whole of
integration. Actually, this assumption introduces a large error if £ varies strongly with a. This

error is eliminated by performing integration over small ranges of the degree of conversion, Aa,
and respectively temperature. Hence, the the temperature integral, /, can be given as:

Ty —-E
I(EaﬂTa):J.TaAanp(ﬁde > (11)

This integral is called advanced temperature integral. We will refer to the Vyazovkin
minimization methods as Vyazovkin minimization (Vya) for applying Eq. 10 and advanced
Vyazovkin minimization (ad-Vya) for applying Eq. 11, respectively.

Finally, ASTM E698 analysis is a notable method based on the isoconversional principle
[18,19]. The hypothesis that the ASTM E698 method based on is that the maximum of the DSC
curve of a single-step reaction is reached at the same conversion degree independent of the heating
rate. In this method, the slope of the straight line in the plot of the logarithm of the heating rate
against the reciprocal of the temperature of the maximum is proportional to the activation energy,
just as in the Ozawa-Flynn-Wall analysis. Thus, according to ASTM E698, the activation energy is
given as:

o R {dln([ﬁ):l -

“Tos2| d(T)

2.3 Heat capacity analysis

In modulated DSC, the total heat flow (dQ/dr) can be separated into the sum of two

components. The first term is the thermodynamic component or reversible heat flow, which is
mass and specific heat capacity, (m ¢, ), and heating rate (d7 /d¢) dependent. The second term
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is the kinetic component or non-reversible heat flow, which is time and temperature dependent,
f (T ,t ) . The equation that describes heat flow in modulated DSC is [1,20,21]:
do dr do

= —+f (T,t)= +AH —, 13
dr m Cp P f( ) mc, B P (13)

where AH is the specific enthalpy of a thermal event. The MDSC apparatus uses two
simultaneous heating rates: 1) the average heating rate, which provides total heat flow data that are
equivalent to those provided by standard DSC at the same average heating rate, and 2) the
modulated heating rate, which is used to obtain heat capacity information at the same time as the
heat flow. The heat capacity component in Eq. (13) can be calculated as:

.- dQ/dt  Reversing heat flow
* dT/dr  Average heating rate B)

(14)

3. Results and discussion
3.1 Kinetics studies

Typical DSC curves obtained at a constant rate of 5 K min~' are shown in Fig. 1. This
figure reveals two characteristic peaks for all of the DSC thermograms.

0.8

0.6 |

02l - - - - - -
320 340 360 380 400 420 440 460
T(K)

Fig. 1. Typical DSC trace of the chalcogenide Sey,.,Te;oSn, heated
at a constant rate of 5 K min’.

The first endothermic peak indicates the glass transition region, which arises due to a rapid
increase in the specific heat of the sample. The second exothermic peak arises upon crystallisation
of the sample. Similar DSC thermograms were observed for the other heating rates. As evident
from Fig. 1, the glass transition temperature, 7,, and the peak temperature, 7}, initially increase
with increasing Sn concentration between 0 and 7.5 at%, followed by a sudden decrease when the
Sn concentration exceeds 10 at%. The increase in 7,, with Sn concentration has been recognized
by other workers; the reason may do to that the additions of Sn to the weaker bond of Se-Se are
replaced by the stronger Se-Sn bonds, which results in an increase in 7, [22,23].

In this study, the AKTS software package was used to calculate the activation
energy of crystallisation. The AKTS software was based on optimising for the baseline correction
while simultaneously applying isoconversional techniques; a full description of the applied AKTS
software is discussed in greater detail elsewhere [24].
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With the exception of the sample with 0 at% of Sn, the asymmetric shape of the
experimental peaks, as clearly observed for the sample with 7.5 at% of Sn, implies that the peaks
correspond to complex processes involving more than one step. However, the equation describing
the behaviour for a single-step process can give a sufficient kinetic representation of a multi-step
process.

Fig. 2 shows the dependence of E, on the reaction progress, o, accomplished by

applying four isoconversional methods of Friedman Eq. 4, FWO Eq. 8, and Vyazovkin Eq. 9,
which computed by the tow temperature integrals Eqgs. 10 and 11.
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Fig. 2. Dependence of the activation energy for crystallisation, E ,
on the reaction progress, O..

As expected, the results accomplished by the Vya (temperature integral) and FWO
methods are in good agreement and reveal almost the same values of E . Furthermore, the Ad-

Vya (advanced temperature integral) and Friedman methods reveal as well the same values of £, .

This gives a clear indication that the temperature integral approximation results in inaccurate
values of E£ .

160
140 -
120 -
100 I

80

E (kJ mol™)

60 |-
—— Ad-Vya

[ —Fwo

A0 —=— —e—sn=0%

I —O—,—O0—Sn=25%
20 —f—, —&— Sn=5%
—— , —&— Sn=7.5%

—&—, —&— Sn=10%
1 1

0 1 1 1 1
360 380 400 420 440 460 480 500
T(K)

Fig. 3. Dependence of the activation energy for crystallisation, E , on the temperature.

The results acquired by the FWO and Vya methods indicate that the activation energy for
crystallization, E, is mainly independent of the value of o, with some exceptions in the final

stage of crystallisation. The results obtained using the Friedman and Ad-Vya methods exhibit a
very strong variation of £, with o for the 5 and 7.5 at% Sn samples. The variation of 7 versus o

is shown in Fig. 3. For the 7.5 at% Sn sample, the peak at approximately 453 K suggests the
occurrence of parallel reactions.
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Based on the obtained linear relationship between (l/T P) and (ln(B/T b )) , the ASTM

E698 method was used to calculate the activation energy; the results obtained alongside some
other kinetic parameters are summarised in Table 1. In addition, Fig. 4 shows the variation of the
activation energy obtained from the ASTM E698 method with Se concentration. To change the
material from a stable phase into another phase the activation energy, which represents the energy
barrier must be overcome.

150

140
130
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110

E (kJ mol™)

100

80 1 1 1
0 2 4 6 8 10

Sn %

Fig. 4. The variation of the activation energy, E, as determined by the ASTM E698 method, with Sn
concentration, where the solid line represents a Gaussian fit.

Thus, according to the obtained values of the activation energy of crystallisation, it is
immediately obvious that this energy barrier increases with Se concentration. The pre-exponential
factor, A, was calculated from the expression given in ASTM E698 [25-27]:

A =B[R§2Jexp[;; j (15)

To determine the crystallisation mechanism, Matusita and Sakka [28,29] suggested an
equation that is applicable for non-isothermal crystallisation and is given by:

In[-In(1-o)]=-n lnB—1.052%+constant, (16)

where m and n are the constants related to the crystallisation mechanism, m is an integer that
depends on the dimensionality of the crystal, and # is the Avrami exponent that depends on the
nucleation process. When the nuclei formed during the constant-rate heating dominate, n =m +1,
and when nuclei formed during any heat treatment prior to the thermal analysis are dominant,
n =m . In this work, n =m because before each experimental run the samples were pre-annealed
for a period of time at a temperature below the glass transition temperature, 7', , hence certifying

that the nucleation sites were saturated [30].

Thus, to obtain £ , the above equation (Eq. 16) was used at different heating rates, J..

The plot of ln[—ln(l - (X):' versus 10’ /T yields straight lines. Therefore, the Avrami exponent # is
[30]:

d{in[—in(1-a)]}
a(np) } =—n. (17)

The calculated values of n were not integers, with the exception of the 5 at% Sn sample
(n =4), as shown in Table 1. The lack of integer values of » indicates that the crystallisation
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occurs via different mechanisms. The average values of the kinetic exponent n indicate
predominantly two-dimensional growth (n =2.4l) for the binary system Seq Tey, while the

results indicate one-dimensional growth (n =1.22 and 1.24) for the two systems with 2.5 and 10

at% of Sn. The high value of the Avrami exponent (n = 5.96) for the composition SegysTe;oSn;s
indicates a very high nucleation rate with three-dimensional growth. Normally, n should not
exceed 4; however, high values of (n = 5.54) have been reported for the system Se;oTe;sSng [3].

Fig. 5 shows the variation of the activation energy for crystallisation with the heating rate obtained
from the Matusita and Sakka method. The result indicates a significant dependence of the
activation energy on the heating rate.
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Fig. 5 The variation of the activation energy, E, with the heating rate, 3, as determined by
the Matusita and Sakka method.

Table 1. Comparison of kinetic parameters for amorphous Segy..Te;sSn, at various Sn

contents.
_ ol
p=5 X min ASTM n from
Sample A sec’ Matusita and " f.rom the
T, (K) T (K) Activation Sakka Eq. 17  feaction model
Energy kJ mol” 4
SegoTero 327.7 377 88.4 8.7x10’ 2.41 2
1.2, a<0.6
Ses7sTe1oSy s 328.5 393.4 92 1.02 x10" 1.22 15 00> 0.6
SegsTe oSns 352.6 453.8 124.7 2.25x10" 4 4
2, <0.6
SegrsTeoSny s 355.8 456.1 142.9 1.66 x10™ 5.96 5.96. &> 0.6
1.5, a.<0.7
SesoTe1oSno 335.6 388.3 120.4 1.23 x10" 1.24 12, 00> 0.7

More often, the integral of the reaction model, g (a) , 1s used to explain the kinetics of
phase change in solids. More precisely, the kinetic models listed in Table 2 can be used to explain
the crystallisation process. However, g (a) , 1s given for isothermal kinetics as [31,32]:

g(a)=4 t’— (18)

a

Where 4 is a calculated constant dependent on the form of the function g (a) and ¢, is the time

required to reach a specific conversion, e.g., o =0.5. Eq. 17 is independent of the kinetic rate
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constants and is dimensionless. In non-isothermal studies when the reduced activation energy
(E /RT ) comes close to infinity the reaction progress comes close to o =0.632 at the

corresponding temperature and the constant 4 =1, so the reaction progress was chosen to be
a=0.632 [33].

The kinetic parameters calculated from the non-isothermal experiments enable the
prediction of the reaction progress, o, for the other mode, such as isothermal [34-38]. For the
samples under investigation and from the results of advanced temperature integral, the prediction
of the isothermal reaction progress is shown in Fig. 6. The temperatures indicated in the figure are
the peak temperatures resulting from a heating rate of 5 K min . Fig. 7 shows the calculated
values of the reaction model, g (a) , using Eq. 18 with o =0.632, along with the theoretical plots

for different Mechanism (Table 2).

10| Sn=0, T=377K
Sn=2.5, T=393K
Sn=5, T=454K

Sn= 7.5, T=457 K
08 Sn=10, T=387 K

0.6 |
3
04}
0.2+
0.0} /
" aa sl " aa sl " aa a2l " s sl
0.01 0.1 1 10 100
Time (s)

Fig. 6. Prediction of the reaction progress of the crystallisation of the examined samples

as a function of time under isothermal conditions. The temperatures indicated in the figure

are the peak temperatures corresponding to a heating rate of 5 K min™".
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251 gn=25
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10} ne
05+
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Fig. 7. The variation of the reduced reaction model, g ((Z ) , versus the reaction progress,

« , derived from the reduced reaction model analysis (the solid line was calculated from
the various theoretical models listed in Table 2).
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Table 2. Common solid state reaction models used to describe the crystallization process.

Model Notation g(a) Mechanism
ALS [-n(1-a)]"” Avrami-Erofeev, n =15
A2 [-n(1-a)]" Avrami-Erofeev, 1 =2
A3 [-In(1-a)]" Avrami-Erofeev, n =3
A4 [-In(1-a)]" Avrami-Erofeev, n =4

To gain information about the change of the reaction mechanisms through the route of
crystallization, the obtained results were judged against those derived from the theoretical models.
It is immediately obvious from Fig. 7 that the reactions follow an Avrami-Erofeev mechanism.
Obviously, the investigation for solid-state reaction models indicates that the mechanism varies
with Sn concentration. The reaction mechanism was determined to be A2 for the 0 at% Sn base
sample, followed by a change to A1.5 as the Sn concentration increased to 2.5 at% for o >0.6.
Additionally, the mechanism tended to be Al1.2 fora < 0.6 and A4 for the 5 at% Sn sample. The
7.5 at% Sn sample exhibited anomalous values of the Avrami-Erofeev mechanism; it was A2 at

low values of the reaction progress(oc < 0.6) , subsequently shifting to a value of A>4 for o >0.6.

However, the SegoTe;oSno alloy was associated with the A1.5 mechanism at o < 0.7 but changed
to Al.2 at higher values of the reaction progress. The representation of the Seg, sTe;oSnss sample
should be performed by peak deconvolution, which will be examined in a separate study.

3.2 Specific heat capacity studies
It is instructive to discuss some aspects related to the specific heat capacity. A typical

MDSC heating scan is shown in Fig. 8, which demonstrates the non-reversing, reversing, and
modulated heat flow.

0.34 100

M e, A AL
'| i.‘i‘_.i‘fW';!\ i w“":.;{w- :
E 03040 é !; \\\‘“——n zz 104 §

B PSS Ms 30 T P

Temperature (K)

Fig. 8. Typical example of the components of the MDSC scans for glassy Segy..Te;oSn, alloys.
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The figure shows the reversing specific heat capacity in the region of the glass transition
for the 5% Sn sample. Using Eq. (13), the specific heat capacity, c,, was evaluated, and the results

are shown in Fig. 9.

0.45

0.20 " 1 " 1 " 1 " 1 " 1 " 1 "
300 320 340 360 380 400 420 440
T (K)
Fig. 9. Temperature dependence of the specific heat capacity, ¢, in glassy Segy..Te;ySn, alloys.

The 0 and 2.5% Sn samples have distinctly high specific heat values compared with those
of the 5, 7.5, and 10% Sn samples; nevertheless, all of the values remained within a narrow range.
As expected, due to the increased molecular mobility, the ¢, value increased with temperature.
Though, the ¢, value increased significantly with increasing temperature and exhibited a

maximum at the glass transition temperature (S shape). Ahead of the glass transition region, the
value of ¢, reached a stable value that was clearly higher than that of ¢, before the glass transition

region. If these S-shaped peaks are extracted and limited to correspond to temperatures below the
melting point, the heat capacities for all samples can be fitted to a straight line. The average of the

variation of ¢, with temperature for all the samples can be given as (CP =0.16+3.88x107'T ) , as

represented in Fig. 9. The known anharmonic involvement in the structural relaxation leads to an
increase in ¢, above the glass transition temperature 7, [39,40].

According to the Maslyuk model [41] proposed for describing the maximum heat
capacities of chalcogenide glasses, for the chalcogenide glasses the glass-liquid transition can be
described as a transition from a structured amorphous state (represents glass specific heat c;, ) to
the liquid homogenised state (represents equilibrium liquid specific heat c,, ). This is because the
heat capacity maximum depends on the energy build-up capacity of the structural groups. From
Table 3, it is clear that both ¢,, and c,, and their difference, Ac,, are significantly decreased
after the incorporation of Sn in the binary Seq Te alloy at the cost of Se. This behaviour can be
described in terms of the values of the specific heats ¢, of Se and Sn and their atomic weights.

The room-temperature specific heat c,of Se (0.33 Jg! °C'1) is higher than that of Sn

(0.24 Jg'oc! ) On the contrary, the atomic weight of Se (78.96 g mol™) is less than that of Sn

(118.71 g mol™). In chalcogenide glasses some thermally induced structural relaxation is known to
occur during the glass transition. As a result, more specific heat is required to induce structural
rearrangements with the increase in the atomic weight of the binary alloys, which is most likely
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the reason for the decrease in the ¢, values with the increase in the Sn content. A similar
behaviour was observed in another glassy system by other researchers [40].

Table 3. values of both c,,, Cpg and their difference Ac, for amorphous Sey..Te;ySn, at various Sn

contents.

Sample Che (Jg’1 °C’1) Cpy (Jg’1 °C’1) Ac, (Jg{1 °C’1)
SeqoTero 0.329 0.379 0.05
Segr5Te oSn, s 0.315 0.360 0.045
SegsTe pSns 0.296 0.325 0.029
Segz.sTelosn]s 0.274 0.288 0.014
SegoTemSnm 0.249 0.261 0.012

3.3 Raman scattering studies

The results of the Raman scattering investigation of amorphous SegoTeoSnx at room
temperature are shown in Fig. 10.

10 Se
— )
Te
8} Sn=0 at%
Sn=2.5 at%
%‘ —— Sn=5 at%
E 6L Sn=7.5 at%
Sn=10 at%
E
Sa
o
)
]
o 2
0
L L ' L

100 150 200 250 300
Fig. 10. Raman spectra of amorphous Seyy..Te;oSn, and the starting materials (Se, Te, and Sn).

Note that the change in the Sn concentration varies the intensity and width of the Raman
peak. However, because the relative intensities of the Raman peaks in the same trace provide a
unique indication of the composition dependence of the molecular structure, a relative intensity
scale was employed for the alloy compositions. The Raman spectra for the starting materials (Se,
Te, and Sn) are also represented in the bottom of Fig. 10, but the intensities of the signals were
normalised to one. Figs. 10 demonstrate that a spectral change occurs following the addition of 10
at% of Sn into the SegTe;o glass. First, in the 123-154-cm’™ region, a small prominence at
approximately 140 cm’ can be observed for the 0, 2.5, 5, and 7.5 at% Sn samples. Second, a clear,
strong, and broad spectrum is present in the 178-260-cm™ region. This spectrum divides into two
dominating peaks at approximately 203 cm™” and 234 cm™. Third, a strong, well-defined, and
narrow peak at 186 cm™ is present with the increasing content of Sn up to 10 at%, along with a
small peak at 119 cm™.

The data shown in Fig. 10 indicate that the dominant trigonal Se spectral lines are located
at approximately 235 and 144 cm’', which is in good agreement with the results of other
researchers [42,43]. Fig. 10 also reveals that the addition of Te to Se introduces a new spectral
feature, namely the appearance of a very wide spectrum with two peaks at approximately 232 and
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198 cm™; these same features were observed by other researchers [44,45]. The positions of this
spectrum shift slightly to approximately 235 and 205 cm™ with increasing Sn content. The weak
band attributed to trigonal Se at 144 cm™ exhibits a shift to 141 cm™ in the Se-Te system. A
notable change in the Raman peak occurs at a Sn concentration of 10 at%. This notable change
was previously observed for the Sn,Sbs—Segs« system with the same Sn concentration of 10 at%
[44]. The peak at 185 cm™ was previously reported for tetrahedral SnSe; [46].

A comparison of the Raman scattering results with the XRD patterns shown in Fig. 11
indicates that for low concentrations of Sn of 5 at% or less, the main peaks are attributed to Se
hexagonal (101) [JCPDS file 06-0362]; the medium-intensity peaks are attributed to selenium
telluride (SesosTeq os), as is evident from Fig. 11 for the peaks of SeTe (202) and (114) [JCPDS file
87-2414], and the remaining low-intensity peaks are attributed to SnSe (111) and (501) [JCPDS
file 89-0232]. For higher Sn concentrations, e.g., 7.5 at% Sn, the dominant strong peaks are
associated with SesqsTe; s, as is evident from Fig. 11 for the peaks SeTe (400), (114), (242), and
(234) [JCPDS file 87-2414]. However, as in the Raman spectra, new peaks were found for the 10
at% sample; it is believed that these peaks are attributed to the formation of SnSe,. The XRD
patterns in Fig. 11 support this hypothesis by presenting the peaks for SnSe, (001), (101), (102),
and (004) [JCPDS file 23-0602].

SnSe2
101 SnSe2
102 SnSe2
snse 10snsez SnSe2
501 103
— A
=
oy
L SeTe SeTe
> 114 234 SnSe
o F SeTe SeTe 303
E | 400 242 SnSe
N SeTe SeTe 322 SnSe
>+ 212 | 12 430
h=4
[ |
c | |
o+ Se i |
c 101 | | ——Sn=5at%, T=453K
| i i —— Sn=7.5 at%, T=453 K
—— Sn=10 at%, T=393 K
A ] A 1 . 1 ) 1 . 1 . 1

10 20 30 40 50 60 70 80
20 (deg.)
Fig. 11. XRD patterns of the Seg..Te;sSn, sample. The temperatures indicated in the figure
represent the data collection temperatures.

The results of the Raman scattering and XRD studies help explain the structure of the Se—
Te—Sn system. In both Se and Te only the two odd electrons in the outer electronic shell s* p,” py1
p, are concerned in the formation of strong covalent bonds to build the inorganic polymeric
hexagonal system. However, for the formation of the solids the main structural building unit is an
infinite long chain of Se atoms, with a coordination number of 2. Furthermore, small amounts of
cross-linking atoms of Te were added to these selenium chains, with a coordination number of 2.
The interchain cohesion bonding in Se and Te are the Van der Waals and the metallic bonding,
respectively [47].

The addition of Sn to the Se-Te system modifies it and results in a coordination number of
4 in the structure, but it still results in a glass structure. However, these amounts should be less
than that required for SnSe,. Thus, the probability of bond formation shows the least existence of
bonds like Se-Se, Se-Te, and Sn-Se at concentrations of Sn < 7.5 at% . By increasing the Sn
concentration up to 10 at%, the structural units of SnSe, tetrahedrons will be developed, which is
assumed to be the basic structural unit of SnSe, [46,48]. These units spread out among the Se
chains and result in a Se3—Sn—Se—Se—Te—Se glass structure.

Finally, the results of all the experimental runs indicate a remarkable change occurring at a
Sn concentration of 10 at%.
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4. Conclusion

MDSC studies were performed on SegTe;oSny glasses. The activation energies of
crystallisation, £, were estimated by applying three isoconversional methods. The results acquired
by the Flynn-Wall-Ozawa method indicate that the activation energy for crystallisation, £, is

mainly independent of the value of o . The Friedman and advanced Vyazovkin methods indicates
a very strong variation of £, with o for the 5 and 7.5% Sn samples. Based on the ASTM E698

analysis, the effect of Sn content on the activation energy for crystallisation exhibits an increase
followed by a decrease for Sn > 7.5 at%. The integral form of the reaction model, g(a), was
determined to change with increasing Sn content.

The values of ¢,, and c,, were determined to decrease after the incorporation of Sn into

the binary SeqTejo alloy at the cost of Se. The decreasing sequence of Ac, values in the binary

alloys is explained in terms of their mean atomic masses.
The Raman spectra together with the XRD data indicate the possible existence of the Se-
Se, Se-Te, Sn-Se, and SnSe, bonds.
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