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Investigating the properties of semiconductor nanomaterials to understand the specific 

behavior of nano-scale materials and predicts novel advancement of functionalized 

semiconductor materials that are influenced by cohesive energy. Cohesive energy is 

strongly associated with semiconductor nanomaterials as the energy increment by the 

arrangement of atoms in a crystal which is one of the most fundamental properties. In this 

communication, the shape and size dependence over the energy bandgap of copper 

chalcogenide semiconductor nanomaterials is investigated. The theoretical model is 

derived on cohesive energy of semiconductor nanomaterials was equated with the bulk 

materials. For this research, we considered Cu2SnS3, Cu2SnSe3, Cu2SnTe3, Cu3SbSe4, and 

CuSbS2 chalcogenide matters to the study of shape and size dependent-energy bandgap. 

The model forecasts that the energy bandgap is inversely proportional to the size of the 

semiconductor. The present modeling results are correlated with established experimental 

data and underpin the model reported.  
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1. Introduction

In recent years, the idiosyncratic properties of semiconductor nanostructures have attracted 

high attention amongst researchers. The chemical and physical properties of semiconductor 

nanostructures fairly differ from those of bulk structures and significantly depend on size [1-4]. 

Semiconductor nanostructures have provided very interesting research related to optical and 

electronic device applications as well as to fundamental physical science. Recently Irshad et al. [5, 

6] reported that electronic and optical properties of Cu2SnS3 and PbSexS1-x QDs (0 ≤ x ≤ 1) are

determined by using Brus and Vegard’s law.  Notably, the surface-volume ratio of semiconductor

nanocrystals is significant to analyze their properties. One of the significant properties of

semiconductors is energy bandgap which plays a vital part in the optical and electronic properties

of the semiconductor. Therefore it’s important to study the energy bandgap variation of

semiconductor nanostructures to understand the better opportunity.

Due to the wide energy bandgap, semiconductor nanostructures have extensive 

applications in solar cells and other optoelectronic devices. Bulk semiconductors such as silicon 

and germanium are limited in the optoelectronics applications due to small and indirect energy 

bandgap whereas silicon-based nano-photonics devices have been commercialized. Several kinds 

of literature reported on size-dependent energy bandgap of low dimensional structures have been 

reported. The size dependent’s effect on energy bandgaps over one-dimensional nanostructures is 
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determined under investigation on photoluminescence spectra and corresponding experimental 

results for InAs QDs and predictions of various theoretical models [7]. 

Sharma et.al reports that simple electronic structure simulations are used to analyze the 

shape and size-related properties of copper nanostructure which may offer a technique of tuning 

the energy bandgap around quantized confinement. Ascribed to the effect of quantum confinement 

the movement of holes and electrons in nanosized semiconductors is limited. Thus the energy 

difference on either side of empty states and the filled states widens the energy bandgap of the 

semiconductor resulting in energy levels [8]. 

The wider energy bandgap notably transforms the optical and electronic traits of 

semiconductor nanostructures in optoelectronic devices. Several works have been reported about 

the analyzes of the energy bandgap using photoluminescence, ultraviolet-near infrared, and X-ray 

photoemission spectroscopies [9-11]. However, the theoretical projection for the energy bandgap 

of nanostructures holds importance for understanding and realizing an application. Several 

theoretical models being proposed but there is still room to accommodate for the better perusal of 

the size-shape dependence energy bandgap of semiconductors nanostructures, which holds high 

importance to calculate the energy bandgap to the fullest of free approximation. 

Cohesive energy is strongly affixed exclusive properties of semiconductor nanostructures 

[12-14]. This work presents, a theoretical model based on cohesive energy of size-shape 

overreliance on energy bandgap of semiconductor nanostructures. The speculative prediction is 

applied to the compound semiconductor nanomaterials such as Cu2SnS3, Cu2SnSe3, Cu2SnTe3, and 

Cu3SbSe4 with spherical and nanofilm shapes. The variation of the energy bandgap of the 

nanomaterials is achieved by tuning the size-shape of the semiconductor nanostructured materials. 

The predicted results are equated with experimental data. Further, this model is applicable even 

without any experimental results. 

 
 
2. Theoretical framework 
 

The Energy required to disintegrate constituent molecules by fracturing interlinked bonds 

is defined as Cohesive Energy. The total cohesive energy of the nanomaterial is defined as, the 

energy due to the provided by the surface and interior atoms, which is stated as given below, 

 

 ETotal = E0 (n-N) + (1/2) E0N                    (1) 

 

where ‘E0’ represents the cohesive energy of the semiconductor per-atom. ‘N’ represents the 

number of surface atoms and ‘n’ represents the total number of atoms of the nanostructure. Hence, 

(n-N) represents the overall counts of interior atoms in the nanostructure. To determine the 

cohesive energy per mole fraction, Eq. 1 can be rewritten as, 

 

 AETotal/n= AE0 (1- (N/n)) + (1/2n) AE0 N    (2) 

 

where ‘A’ represents the Avogadro’s number, AETotal/n is the cohesive energy per mole fraction of 

the nanomaterial En, and AE0 represents the cohesive energy per mole fraction of the 

corresponding bulk material (Eb). Correspondingly the Eq. 2 can be derived as, 

 

 En = Eb (1- (N/2n))                   (3) 

 

It is highly agreed that both melting temperature and cohesive energy are parameters that 

describe the bonding strength of the materials. Further, it is reported that the melting point for any 

material has a linear relation to the cohesive energy [15]. Since the cohesive energy of 

nanostructures is the function of N/n, its melting point should be following relative analogous to 

Eq. 3. i.e. 

 

 Tmp = Tmb (1- N/2n)                             (4) 
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Tmp – melting point of nano solid  

Tmb – melting point of bulk solid 

The Arrhenius expression for the electrical conductivity 𝜎 (𝐷, 𝑇) which depends upon the 

size and temperature is stated as, 

 

 𝜎 (𝐷, 𝑇) = σₒ exp (- Ea (D) / kBT)     (5) 

 

where σₒ represents a pre exponential constant, kB represents a Boltzmann constant and Ea (D) 

represents the size dependence activation energy for electron movement for nanomaterial, which is 

stated as, 

 

 Ea (D) = EC - EF          (6)     

 

Here, Ec is the conduction band and EF is the Fermi level. Assuming that the electrical 

conductivity is unconstrained of size and melting point, we get 

 

 σ (Bulk,Tmb) = σ (D,Tmp)                  (7)                                                                  

 

where Tmp and Tmb represent the melting point of nanostructure and corresponding three-

dimensional material. Hence, from Eq. 4 and 5 we get, 

 

 𝜎 (𝐷) exp (- Ea(D/kBTmp) = σₒ (bulk) × exp (- Ea(bulk)/kBTmb)     (8)                                                                                                                  

 

Neglecting the size effect on σₒ, we obtain Ea(D)/Ea(bulk) = Tmp/Tmb. Here the Fermi level 

is seen lying midst of the energy bandgap for most semiconductors, hence the activation energy 

defined as Ea=Eg/2, suggests the changes in activation energy are directly proportional to the 

changes in energy bandgap. Thus, we have a more suitable expression 

 

 𝛥Eg(𝐷)/Eg(𝑏𝑢𝑙𝑘) = |ΔEa(D)/Ea(bulk)|    (9) 

 

Here, 𝛥Eg represents the difference in energy bandgap. 

 

 𝛥Eg(𝐷)/Eg(𝑏𝑢𝑙𝑘) = |(Ea(𝐷) − Ea(𝑏𝑢𝑙𝑘) )/Ea(𝑏𝑢𝑙𝑘)|   (10)   

 

                           𝛥Eg(𝐷)/Eg(𝑏𝑢𝑙𝑘) = 1- (Tmp/Tmb)             (11) 

 

Using equation (4) & (11) the equation can be written as, 

 

 Eg (D) = Eg (bulk) (1+N/2n)     (12) 

 

The merit of (N/2n) differs as it based on the shape and the size of nanomaterial. For spherical 

nanostructures, the implication of N/2n is 2d/D, where ‘D’ is the diameter of the nanosolid and ‘d’ is the 

diameter of an atom. 

The volume of a spherical nanostructure with diameter D, is πD
3
/6 similarly the 

nanostructure volume can be written as πD
3
/6, where‘d’ represents  diameter of an atoms, 

subsequently the total number ‘n’ is ratio of atom and nanostructure volume. i.e.   

 

 n= (πD
3
/6) / (πd

3
/6)       (13) 

 

 n = (D
3
/ d

3
)                      (14) 

 

The nanostructure surface area is given as πD
2
 and each atom’s surface adds the exterior 

nanosolid is the facet area of the atom (circle’s true area), i.e. πd
2
/4. Overall surface atoms is the 

ratio between surface atom area (circle’s true area) and surface area of the nanostructure. i.e. 
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                        For quantum dots Eg (D) = Eg (bulk) (1+ 2d/D)                                                  (15)

                                     

Similarly, the magnitude of N/2n for one-dimensional nanostructure (Quantum wire) and 

two-dimensional nanostructure (Quantum well) are 4d/3l and 2d/3h respectively, where ‘l’ 

represents the diameter of the quantum wire and ‘h’ represents the width of the quantum well. 

Putting the values of N/2n in Eq. 12, the below equation is obtained. 

 

 For quantum wire, Eg (l) = Eg (bulk) (1+ 4d/3l)    (16) 

 

 For quantum well, Eg (h) = Eg (bulk) (1+ 2d/3h)    (17) 

  

In this work, we exert Eq. 15 - 17 to study the changes in energy bandgap of 

semiconductor nanomaterials of different sizes and shapes.       

 
 
3. Results and discussion 
 

A cohesive energy model was conceived for the study of the energy bandgap variations 

relating to the shape-size of the semiconductor nanomaterials. The necessary parameters which are 

significant in theoretical calculations are listed in Table 1.  Fig.1 to 4 shows the model predictions of 

Eq. 15 for the size-dependent energy bandgap of Cu2SnS3, Cu2SnSe3, Cu2SnTe3, and Cu3SbSe4 QDs 

along with experimental results. 

 
Table 1. Input parameters. 

 

S.No Semiconductor 

nanomaterials 

Energy bandgap (eV) Reference 

1. Cu2SnS3 0.91 [16,17] 

2. Cu2SnSe3 0.8 [16,18] 

3. Cu2SnTe3 1.18 [19] 

4. Cu3SbSe4 0.31 [16] 

5. CuSbS2 1.02 [20] 

 

 

The results evince a decrease in energy bandgap with an increase in the size of QDs. The 

overlapping energy levels or orbitals decrease the width of the energy band; hence the bandgap 

becomes narrower. This elucidates the higher energy bandgap in a semiconductor nanomaterial 

than a corresponding bulk semiconductor. 

Fig. 5 presents the energy bandgap of Cu2SnS3 Quantum wire evaluated by Eq. 16, with 

experimental findings [24-27] which agrees with the proposed model. As shown in Fig. 5, the size and 

energy bandgap inversely proportional. The energy bandgap increases abruptly with the reduction of 

size 3 nm onwards.  
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Fig. 1. Energy bandgap variation of Cu2SnS3 QDs 

with size and the experimental results are marked by 

solid triangle [21-23]. 

 
 

Fig. 2. Energy bandgap variation of Cu2SnSe3 QDs 

with size and the experimental results are marked by 

solid triangle [29-31]. 

  

 
 

Fig. 3. Energy bandgap variation of Cu2SnTe3 QDs 

with size and the experimental results are marked by 

solid triangle [34]. 

 
 

Fig. 4. Energy bandgap variation of Cu3SbSe4 QDs 

with size and the experimental results are marked by 

solid triangle [36, 37]. 

 

 
 

Fig. 5. Energy bandgap variation of Cu2SnS3 

quantum wire with size and the experimental results 

are marked by solid diamond [24-27]. 

 
 

Fig. 6. Energy bandgap variation of Cu2SnSe3 

quantum wire with size and the experimental results 

are marked by solid diamond [32, 33]. 

 

 

The size-dependent energy bandgap of Cu2SnS3, Cu2SnSe3, Cu2SnTe3, Cu3SbSe4, and 

CuSbS2 semiconductor quantum well was calculated using Eq. 17. The results are projected in Fig. 

9-12. The finding indicated that the energy bandgap of quantum well decreases with an increase in 

size. This tendency of decreasing energy bandgap as size increases is the same as spherical quantum 

dots and quantum wires. Fig. 13 shows that the effect of size decreases. This trend was speculative 

since the surface to volume ratio of the material increases inversely proportional to size. The 

experimental results were not available for the Cu2SnSe3, Cu2SnTe3, and Cu3SbSe4 semiconductor 

quantum well should be noted here. 

The projected model is reported in the absence of experimental findings and it explores the 

vast design space for semiconductor nanomaterials which would allow researchers to engaged in 

Cu2SnS3 QDs Cu2SnSe3 QDs 

Cu2SnTe3 QDs Cu3SbSe4 QDs 

Cu2SnS3 quantum wire Cu2SnSe3 quantum wire 
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experimental work with an understanding. As per Eq. 3, cohesive energy decreases with 

decreasing size of quantum wells, which increases the bandgap from Eq. 17. 

 

 
 

Fig. 7. Energy bandgap variation of Cu2SnTe3 

quantum wire with size and the experimental results 

are marked by solid diamond [35]. 

 
 

Fig. 8. Energy bandgap variation of Cu3SbSe4 

quantum wire with size and the experimental results 

are marked by solid diamond [36, 37]. 

 

 
 

Fig. 9. Energy bandgap variation of Cu2SnS3 

quantum well with the size and the experimental 

results are marked by solid triangle [28]. 

 
 

Fig. 10. Energy bandgap variation of Cu2SnSe3 

quantum well with size. 

 

 

Variation in energy bandgap for Cu2SnSe3 nanomaterials quantum dot and quantum wire 

shapes with sizes are reported in Fig. 2 and 6 along with experimental findings. Fig. 2, shows the 

energy bandgap as 1.6 eV when QDs radius is at 1 nm and the large energy bandgap of this 

compound by Eq. 16. Further, the diameter of the quantum dot slightly increases the energy 

bandgap tends to a gradual decrease. This prediction model assent closely with the experimental 

verdicts throughout the full size of Cu2SnSe3 quantum dots and there is good accord with the 

experimental work. 

 

 
 

Fig. 11. Energy bandgap variation of Cu2SnTe3 

quantum well with size. 

 
 

Fig. 12. Energy bandgap variation of Cu3SbSe4 

quantum well with size. 

 

Cu2SnTe3 quantum wire Cu3SbSe4 quantum wire 

Cu2SnS3 quantum well Cu2SnSe3 quantum 

well 

Cu2SnTe3 quantum 

well 
Cu3SbSe4 

quantum well 
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The energy bandgap of Cu2SnTe3 semiconductor nanomaterial in different shapes and 

sizes was calculated by eq. 15 & 16. Fig. 3 & 7 show a slow decrease in the energy bandgap with 

an increase in the size of Cu2SnTe3 semiconductor nanomaterial. The predicted results comply with 

the existing experimental results of the Cu2SnTe3 nanomaterial’s complete range. This ensures the 

correctness of the formulation used.  

Fig. 4 & 8 exhibits the size dependence energy bandgap expansion of Cu3SbSe4 

semiconductor nanomaterial along with experimental data. The energy bandgap increases rapidly 

with a decrease in the size of nanomaterial. Graphical representation of the decrease in energy 

bandgap with size confirms the existence of the quantum confinement effect in the material. But it 

also depends upon the shape of the QDs. The surface to volume ratio differs with shape and size 

according to the number of surface atoms of semiconductor nanomaterial hence influencing the 

cohesive energy.  

 

 

Fig. 13. Energy bandgap variation of CuSbS2 quantum dot, quantum wire, and quantum well with size.   

The experimental findings are marked by the solid triangle and diamond [38-44]. 
 

 

This can be explained further, through the use of quantum mechanics. As the material 

reaches the nano range, the number of energy levels or orbital decreases, and the band becomes 

discrete to form energy levels. This causes an increase in the bandgap between the conduction 

band and the valence band. This represents the large energy bandgap in semiconductor 

nanomaterial than their corresponding bulk counterpart. 

 
 
4. Conclusion 
 

Summarizing, a straightforward theoretical model is developed to analyze the bandgap of 

semiconductor nanomaterials of different shapes and sizes notably, spherical quantum dots, 

quantum wire, quantum well. It is found from the theoretical analysis, the size-shape effects are 

principally caused by surface-to-volume ratio and size-dependent surface energy along with the 

cohesive force of semiconductor nanomaterial drops as its size reduces, which leads to increases in 

energy bandgap. This prediction model of energy bandgap analysis is reasonably consistent with 

experimental verdicts. This model will provide a significant role where experimental data are yet 

to be measured for many semiconductor nanomaterials. 
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