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The present framework is consecrated to studying structural parameters, pre-crystallization 

criteria and crystallization kinetics by non-isothermal and iso-conversional methods for 

melt-quenched As40S60-xSex glassy alloys, with (x=0, 15, 30, 45 and 60 at. %). Energy 

dispersive x-ray analysis of the As40S60-xSex glassy system appears that the constituent 

element ratio of the studied samples have been agreed with the nominal compositions. 

Likewise, Differential Scanning Calorimetry (DSC) and x-ray diffraction (XRD) has been 

utilized to depict the thermal and structural properties, respectively. Four characteristic 

temperatures linked to several phenomena are obviously noticed in the studied DSC traces. 

The first one is  
gT  that harmonizes with the glass transition temperature. The second one 

is Tc  that harmonizes with the onset of the crystallization temperature. The third one, 
pT  

corresponds to the peak crystallization temperature. The last characteristic temperature, 

pT  is the melting point. The XRD analysis signalizes to the amorphous structure of the 

as-prepared glassy alloys. The crystallization kinetics of the powdered of As40S60-xSex, have 

been investigated under non-isothermal and iso-conversional conditions. Besides, the 

values of diverse kinetic parameters such as the activation energy of glass transition, the 

weight stability criterion, and Avrami exponent, have been computed. The activation 

energies of the crystallization process of the As40S60-xSex glassy alloys were determined by 

means of classical and also by the iso-conversional methods. The results referred that the 

rate of crystallization is linked to the thermal stability and glass-forming ability. The 

kinetic parameters that computed via some classical and isoconversional methods, were 

found to be dependent on the change of Se content. 
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1. Introduction 
 

Many researchers of physics and several research centers of solid material work extensive 

research studies on those materials that are based on the chalcogenide elements because of its 

many uses in the field of modern technology. Chalcogenide materials are utilized for many 

electronic applications such as IR optical elements, switching devices, optical fibers, optical 

transmission media, reversible phase change and optical records [1, 2].  
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Structure of chalcogenide materials have been extensively studied in binary compositions 

whether the bulk material or thin film forms.  Several binary compounds can be synthesized by 

associating one of the chalcogen with another element of the periodic table. 

Abrikosov and his co-workers [3] were first reported the molecular structures of As-S, As-

Se binary glasses according to the phase diagrams for those systems. Thus, As-S glassy alloys can 

be formed when As element content up to 46%, whereas, the As-Se formed when this maximum 

content raised to almost 60%. Low As content of glasses can transfer easily to the crystallization 

materials, for an example, if the As content is  6% , the glass will crystallize at room temperature 

in  short time, namely, almost one day in the range 5-16 weight %, in a couple of days at 60ºC 

while it takes 30 days for As-S at temperature equals to 280ºC [3] As-Se glassy alloys can 

crystallize along the all composition range, however this was to be done under pressure and at 

elevated temperatures.  

Ternary chalcogenide glassy alloys also in general studied from more than three decades 

which can be prepared by insertion a suitable additive element in binary matrix. A ternary As-S-Se 

system was appeared a very wide glass-forming region [2-8]. The solid solutions can be formed 

along the line As2S3– As2Se3 which proved via IR spectra and x-ray analysis by Velinov and his 

coworkers   [9].  

As- rich glassy alloys can be formed in several bonds such as As–As, As–Se, and As–S 

also Se-rich glassy alloys have As–Se, As–S, and Se–Se bonds and finally S-rich glasses As–Se, 

As–S, and S–S bonds. The main relative weight of each of the above units is expected to be 

proportionate to the overall composition of the glass itself [10-13]. 

 Chalcogenide glassy alloys are utilized in rewritable optical disks and phase-change 

memory devices. Using controlling heating and cooling, these compounds can be converted 

between an amorphous and a crystalline state, herewith changing their optical and also electrical 

properties and allowing the storage of information and then for these reasons, chalcogenide glassy 

alloys are very important in modern technique. we try hard to deal with them in all research 

aspects for the studies as appeared in our published papers [14-16], included the binary and ternary 

system which consists of As, S and Se elements by a detailed and inclusive way for all the optical, 

electrical, and even thermal properties.  In this work, we will continue to investigate these alloys in 

order to clarify the structural and thermal properties of them where the knowledge of 

crystallization kinetic parameters, the glass-forming and also thermal stability, is very important 

for usage of these glassy alloys in modern technology, in order to assessment their applicability. 

The target of the present framework is to compute the structure parameters and analyze the 

dependence of characteristic temperatures, 
gT , 

CT ,  
PT , mT and the activation energy on the 

change of Se content of As40S60-xSex glassy alloys, with (x=0, 15, 30, 45 and 60 at. %). Also well, 

the crystallization kinetic parameters corresponding to the crystallization process of the studied 

glassy alloys and the thermal stability, glass-forming ability, and other thermal criteria are 

discussed. Structure nature is identified in terms of x-ray diffraction (XRD) measurements, using 

Cu-Kα radiation and also SEM technique. 

 
 
2. Experimental methods 
 

The amorphous materials of As40S60-xSex glasses, with (x=0, 15, 30, 45 and 60 at. %) were 

formed by the conventional melt-quenching technique. Highly pure elements, As, S and Se 

(purchased from Sigma-Aldrich, 99.999%) were weighted accordingly to their atomic percentages, 

using an electrical balance type (Sartorius) with accuracy (±10
-4

g) and sealed in an evacuated silica 

tubes (10
-5 

Torr) and it was heated at 1000 c for 32 hours. During the melt process the tube was 

frequently rocked to intermix the constituents and to increase homogenization of the liquid. On the 

other hand, the powdered sample was prepared by grinding of the resulting bulk alloy samples in a 

mortar. The compositional contents of the prepared sample were checked by using the EDAX 

technique.  The percentage ratios of the constituent elements are closed to the measured ratios by 

electron microprobe analysis. The structure nature of the as-prepared samples was identified by a 

Phillips X-ray diffractometer. The XRD data were carried out within the range of 2θ=5-75° with a 

scanning step and speed of 0.02°, and 0.06 °/s, respectively. The X-ray diffractometer composed 

https://en.wikipedia.org/wiki/Optical_disc
https://en.wikipedia.org/wiki/Phase-change_memory
https://en.wikipedia.org/wiki/Phase-change_memory
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of Cu Kα radiation source with a graphite monochromator where λ= 1.54178 Å.  The 

crystallization kinetics was monitored by DSC (Model: TA - Q20). For this purpose, ~10 mg of 

the bulk glass sample was utilized. The measurement was carried out for different compositions 

ranging and temperature scan ranging from 295 to 575 K. The glass transition temperature (Tg), 

crystallization extrapolated onset temperature 
CT  while the crystallization peak temperature are 

PT  for the exothermic peak and the melting temperature ( mT ) were deduced with an accuracy of 

±1 K by the microprocessor of the thermal analyzer. 

 
 
3. Results and discussion 
 

3.1 Elemental and x-ray analysis  

The representative EDX spectrum for the studied alloys exhibited the constituent element 

ratio is near to the nominal compositions where almost: As [40] S [60-x] ±0.12Sex [±0.03]. Whereas, XRD 

patterns of different bulk of As40S60-xSex alloys with (x = 0, 15, 30, 45 and 60 at. %) as 

demonstrated in Fig. 1. Such figure revealed broad peaks without any sharp crystallization peaks, 

suggesting that the amorphous nature of such alloys.  

 

 
 

Fig.  1. The XRD patterns of As40S60-xSex (x = 0, 15, 30, 45 and 60 at. %) alloys. 

 

 

3.2. Some structure parameters  

3.2.1. The coordination number  

To obtain the average atoms coordination with its nearest neighbors of the constituents 

which called the coordination number 〈r〉 [17]  for the As40S60-xSex  glassy alloys  with (x=0, 15, 30, 

45 and 60 at. %),  from the data of their individual coordination number 
AsN , 

SN , and 
SeN  

which equal to 3, 2 and 2, respectively, we need to apply the subsequence  relation [18]: 

 

[( ) ( ) ( )]
=

( )

As S SeN N N
r

  

  

 
 

 
                                   (1) 

 

Here ,  and   are the concentrations of As, S, and Se, and were proposed to be 40,  

(60-x) and x at.%, respectively. The all obtained values of < >r  for the studied system are 2.4 and 

this result slightly equals to the value which known as the rigidity percolation threshold (RPT) or 

an ideal value for glassy alloy. Generally known, in a glass with r  lower than 2.4 is floppy, 

whereas above 2.4 the structure is over constrained and glass formation becomes difficult. 

 

3.2.2. The number of mechanical constraints 

In a glassy system covalent networks constrained mechanically by interatomic valence 

forces such as , bond stretching constraints, Nα and bond bending constraints, Nβ are given by Nα = 

<r>/2 and Nβ =[ 2 < r > – 3] [19], and equals to 1.2 and 1.8, respectively. The average number of 

constraints is Ncon= Nα + Nβ, and also can be given by the subsequence form [20]: 
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=[5/2< >-3]conN r                                                            (2) 

 

Both the two equations give the same value, namely, the resulted value of Ncon equals to 3 

for all the investigated alloys. The value of ( 3conN  ) is named the Maxwell stability criterion for 

iso-static structures, whereas the networks with 3conN   are under constrained (flexible) and 

with 3conN  , they are over constrained. 

 

3.2.3. Role of lone pair electrons   

The concept of lone pair in chemistry refers to a pair of valence electrons which are not 

shared with another atom in a covalent bond [18] and is sometimes named an unshared pair or 

non-bonding pair. In chalcogenide alloys, the lone pair electrons (LP) are responsible for the glass 

formation. It was proposed [18] that the LP number must be greater than 1 for the ternary system. 

The number PL  in the present work is determined by  the subsequence equation [21]: 

 

 rVLP                                   (3) 

where V is the valence electrons and given from [21]: 

 

{( .[ ] )+( .[ ] )+( .[ ] )}
=

( + + )

As S SeV V V
V

  

  
                                       (4) 

where, [ ]AsV , [ ]SV  and [ ]SeV  represent the valence for As, S, and Se elements which equal to 5, 

6 and 6, , respectively while α,   and are mentioned above. Now, the obtained values of V and 

LP for all the investigated alloys are equal to 5.6 and 3.2, respectively. It is observed that the 

obtained values of PL for the studied alloys is much greater than 1 (value of LP for ideal glass in 

the ternary system), this denotes that As40S60-xSex strongly tend to be formed in the amorphous 

nature. 

 

3.2.4. The deviation of stoichiometry 

The deviation of stoichiometry (
dS ) is expressed by the ratio of covalent bonding 

possibilities of chalcogen atom, such as S  and Se  in the present alloys, to that of a non-

chalcogen atom, such as As . The value of S are computed by the subsequence relation [22]: 

 

[ ]
S Se

d As

N N
S

N

 




                                                             (5)                                                                                                        

 

For 1dS  , the system is considered as chalcogen-rich and for 1dS   the system is 

considered chalcogen-poor while at 1dS  , the system is stoichiometry. The obtained values of 

dS  for all studied alloys equal 9 and hence the investigated glasses belong to the chalcogen-rich 

type.  

 

3.2.5. The average heat of atomization 

The average heat of atomization ( SH ) for the As40S60-xSex glassy alloys  with (x=0, 15, 

30, 45 and 60 at. %), can be evaluated from Eq. (6) [23]: 

 

( .[ ] ) ( .[ ] ) ( .[ ] )
=

( )

As S Se

S S S
S

H H H
H

  

  

 

 
        (6) 

 

The values of heat of atomization of individual elements As, S, Se: 72.37, 66.31 and 54.35 

Kcal/mole, respectively [23], and α,   and
 
are their respective atomic concentration. The 
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computed values of SH , and average single heat of atomization /SH r  decrease with 

increasing of Se content as shown in Table 1. 
 

Table 1. The average heat of atomization ( SH ), the average single heat of atomization  

( /SH r  ), the energies of homonuclear and  heteronuclear bonds for the studied alloys. 

 

x
 a

t.
%

 

 

SH [Kcal/mole] /SH r  [Kcal/mole] Hetronuclear bonds,
 

298[ ]D A B [Kcal/mole] 

Homonuclear bonds, 
 

298[ ]D A A [Kcal/mole] 

[ ]As S  [ ]As Se  [ ]S Se  [ ]As As  [ ]S S  [ ]Se Se  

0
 68.73 28.63 

98.36 

-- -- 

92.30 

101.75 

 

-- 

15
 66.94 27.89 

89.54 
90.37 

79.07 
30

 65.14 27.14 

45
 63.35 26.39 

60
 61.55 25.64 -- -- -- 

 

3.2.6. The bond energy 

The bond energies for heteronuclear bonds (D(A-B)) have been computed using Pauling’s 

relation [24]: 

298

2

( ) ( ) ( ) A B[ ] = ([ * ] )+30( - ) ,  o

A B A A B BD D D    
                                            

(7) 

 

where 
( )A AD 

 and 
( )B BD 

 are the bond energies of the homonuclear bonds, while A and B  are 

the values of electronegativities of A and B, respectively. In our work, the 
As , 

S and 
Se equal 

to 2.18,  2.4 and 2.55, respectively. The number and energy of homonuclear and  heteronuclear 

bonds for the studied compositions are computed according to Eq. (7) and also depending on 

Random Covalent Network Model (RCNM) and Chemically Ordered Network Model (CONM)  

models [25-28] and listed in Table 1 and Table 2. 

 
Table 2. The number of yield bonds according to CRN and CON models for the studied alloys. 

 

x
 

a
t.

%
 

 [ ]As S  [ ]As Se  [ ]S Se  [ ]As As  [ ]S S  [ ]Se Se  

CRNM  CONM  CRNM  CONM  CRNM  CONM  CRNM  CONM  CRNM  CONM  CRNM  CONM  

0
 44.51 120 -- -- -- -- 30.24 0 19.53 0 -- -- 

15
 45 90 11.93 30 9 0 31.53 0 18 0 4.53 0 

30
 30 60 28.12 60 10 0 30.94 0 10 0 10.94 0 

45
 15 30 44.51 90 6.43 0 30.24 0 4.29 0 19.53 0 

60
 -- -- 44.51 120 -- -- 30.24 0 -- -- 19.53 0 

 

3.2.7. The overall mean bond energy 

The overall mean bond energy E   is given by the following relation [29]: 

 

M RE E E                                                                           (8) 

 

where ME  is the overall contribution towards bond energy arising from strong heteronulear bonds 

[30]  and 
RE  is the contribution arises from weaker heteronulear bonds that remain after the 

number of strong bonds becomes maximum [31], and because the value of  1dS   (see section 

3.2.4), namely, the studied system is chalcogen-rich, therefore, the value of ME is computed from 

the subsequence relation for the ternary system As40S60-xSex glassy alloys  with (x=0, 15, 30, 45 

and 60 at. %),here also, 40  , (60 )x   , x  and the rest of parameters which find in the 

next equations have been mentioned in the previous sections: 
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hbD
rich

E PM                                                                           (9) 

Here 
rich

P is the degree of cross-linking per atoms for chalcogen-rich and is given by: 

 

[ ]
( )

As S
N

rich

N
P



  




 
                                                            (10) 

 

D
hb

 is the average heteronuclear bond energy and is given by: 

( ) ( )
[ ]

As S
D As Se

As S

N N D S Se
D

hb
N N

 

 

  



                                         (11) 

and 

  ( )]
]

2[ 0.5
[

D Se Ser p rich
ER

r

  


 
                                             (12)  

 

The values of the overall bond energy, E  are computed according to the equations 

which previously mentioned and listed in Table 3.  One can notice that the behavior of  E   , 

identical to the behavior of glass transition temperature, 
gT  [32]. In our present work both are 

decreasing with increasing Se content. 

 
Table 3. Some structure parameters and the characteristic temperatures of DSC  

thermo-gram for the studied alloys. 

 

x
 a

t.
%

 

[ ]E ev   
.
[ ]g Theor

T K  [ ]CE eV    [ ]gT K
 

[ ]cT K
 

[ ]pT K
 

[ ]mT K
 

0 136.71 422.38 118.03 2.275 372 416 434 543 

15 129.37 399.54 115.39 2.296 362 404 422 532 

30 122.03 376.70 112.74 2.317 355 396 414 528 

45 114.68 353.87 110.09 2.338 346 385 400 521 

60 107.34 331.03 107.45 2.359 336 368 381 509 

 

3.2.8. The theoretical glass transition temperature 

The glass transition temperature 
gT  is the main parameter for description of glassy state. 

Glass transition temperature can be theoretically calculated using different method [32]. The 

covalent bond approach (CBO) of Tichy and Ticha [22] may be considered as first approximation 

in case of glasses. The glass transition temperature is considered to be proportional to mean bond 

energy, E  , which depends upon the factors like coordination number, bond energy and nature 

of bonds. The correlation between 
gT  and E  in the form of: 

 

 
.

3.11 0.9g Theor
T E                                                               (13) 

 

The theoretical values of  
gT are calculated as a function of E   and presented in Table 

3. 

3.2.9. The cohesive energy 

The cohesive energy (CE) is a measure of the chemical stability of the material which is 

computed via summing the bond energies of all the bonds expected in the material under 

consideration as shown in Eq. (7) [33]: 
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( . )

100

i iC D
CE 


                                             (14) 

 

Here  iC is the number of expected chemicals (here, we have been used the yield number 

according to CONM model) and corresponding bonds which mentioned above in section 3.2.6 and 

listed in Table 2. iD is the energy of each bond. The estimated values of CE, for investigated 

compositions decrease with increasing of Se content as shown in Table 3. 

 

3.2.10. The fraction of floppy modes and cross-linking density 

Thorpe [34] suggested  that there exists a finite fraction of zero frequency normal 

vibrational modes called floppy modes (f). These floppy modes exist in the absence of weaker 

long-range forces and the fractions of f are given by: 

 

{(12-5 ) / 6},   f r                                                        (15) 

 

Using 2.4r   for the studied glassy, hence the value of the fraction of floppy modes 

of all alloys equals to zero. This means that the system has a high rigidity. Moreover, the cross-

linking density ( X ) can be obtained from the subsequence relation: 

 

( -2).  X r                                                             (16) 

 

The obtained value of X  for the each alloy in investigated system is 0.4. The stability of 

value cross-linking with increasing of Se content signifies to the stability of rigid regions of 

networks in the studied alloys. 

 

3.2.11. The electronegativity 

The ability of a material to retain its electrons is called the electronegativity.  According to 

principle Sanderson [35], the electronegativity (
GM

 ) of the studied glassy system has been 

determined from the subsequence equation:  
1

1
GM

P P

k
k

 
 

  
 

 

                                                                

(17) 

 

Here, the molecule contains P atoms (same and/or different) and ,
k

  where (k = 1, 2,.., 

) denote their isolated atom electronegativities. The obtained values of the  
GM

 for the studied 

compositions increase with increasing Se content as shown in Table 3. The increase of 

electronegativity with increasing of selenium content indicates an increase in electron bonding 

with alloys and thus the increase of the rigidity. 

 

3.3. The thermal analysis of the studied alloys 

3.3.1. DSC analysis 

In order to studied the crystallization kinetics of melt-quenched As40S60-xSex (x=0, 15, 30, 

45 and 60 at. %) chalcogenide  alloys  and confirming their glassy nature, DSC of the powdered of 

As40S60-xSex with at β equals to 5  K/min and in the temperature range, 295-575 K is carried out as 

present in Fig. 2.  It is observed from DSC data, four characteristic phenomena are detected in the 

investigated temperature range for the all investigated alloys. The first one (
gT ) corresponds to the 

glass transition which associated with absorbing energy to overcome the rigidity of the lattice. The 

second one cT corresponds to the onset of the crystallization temperature for crystallization peak. 

The third one characteristic temperature (
pT ) describes the peak crystallization temperature. The 

last describes temperature ( mT ) is the melting point. As mentioned, the DSC thermo-grams reveal 
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a single glass transition and a single exothermic crystallization peak. The values of the 

characteristic temperatures (
gT , cT ,

pT  and mT ) of the studied glassy alloys at the mentioned 

heating rate,  β, are estimated from the DSC traces and summarized in Table 3. From Table 3, it is 

observed those values are shifted to a lower temperature with the increase of Se content and this 

noticed in our published paper about the same compositions [16] which under study now but the 

main difference that the study in this framework have been taken from bulk materials whereas the 

study in our published paper done from the results of sheet resistance on the  As40S60-xSex (x=0, 15, 

30, 45 and 60 at. %) thin films by calculation method without the need to make thermal 

measurements. This observation confirmed that all these transitions and transformations are 

thermally ineffectual. The observation of one endothermic peak for the melting phenomena could 

be attributed to the formation of one phase through the heating which confirmed by the XRD 

analysis. The existence of a single glass transition temperature reveals that the formed the 

investigated glasses are more stable than those glasses revealing multi-glass transition 

temperatures. 

 

 
 

Fig.  2. The DSC tract of As40S60-xSex x = 0, 15, 30, 45 and 60 at. %) alloys at 5 K.min
-1

. 

 

3.3.2. Thermal stability parameters  

There are sundry parameters related the heating by glass stability. According to the 

nucleation theory, Kauzmann [36] and later Turnbull [37] suggested a classical parameter utilized 

as a good criterion for glass formation which defined as the ratio between the glass transition 

temperature, 
gT to the melting temperature, mT , also this parameter is called as reduced glass 

transition temperature, 
rgT  where (

rgT  ≥ 2/3 , a good criterion is closed to 1) and generalized by 

the following equation [37]: 

g

rg

m

T
T

T
                                                                          (18) 

 

The ease of glass formation is evaluated by computing the reduced glass transition 

temperature,
  rgT  based on Eq. (18). The obtained values of 

rgT are computed and listed in Table 

4. It found to be the low of 2/3 increases with the increase Se content, this denotes that bad glass 

forming ability is  for the higher Se content alloy.  On the other words, assuming that viscosity is 

constant at 
gT , materials with higher  

rgT values would be expected to have a higher viscosity 

between 
gT  and mT  and consequently be more resistant to crystallization. Thus, the closer the 

rgT  value is to 1, the higher the material’s GFA. 
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Table 4. Thermal stability criteria, the theoretical band gap, 
.opt

gE , and some of 

 kinetics crystallization parameters for studied alloys. 

 

x
 a

t.
%

 

rgT  
,

[ ]

T

K


 

,

[ ]

pS

K
 H   rH  

Hk  

.

[ ]

opt

gE

ev
 

1

3
( ) 10

(min)

d

p
dt







 w  

n
 cE

 
[kcal/mol.] [ / ]

cH

j g



 Eq.30 Eq.31 

0 0.685 44 2.12 0.118 0.165 0.346 0.94 2.17 17.33 2.72 3.34 29.47 25.04 

15 0.680 42 2.08 0.116 0.163 0.328 0.82 2.11 17.42 2.50 3.14 27.12 16.15 

30 0.672 41 2.07 0.115 0.157 0.310 0.73 2.07 17.88 2.36 2.94 26.14 10.84 

45 0.664 39 1.69 0.112 0.123 0.286 0.61 2.00 17.55 2.12 2.80 25.61 5.53 

60 0.660 32 1.23 0.095 0.101 0.226 0.48 1.91 16.84 1.84 2.65 24.84 1.90 

 

The common criterion utilized also to determine the glass thermal stability against 

crystallization is Deiztal’s criterion, which is defined by the subsequent relation [38]: 

c gT T T                                                                          (19) 

 

The kinetic resistance to crystallization is given by the difference 
c gT T T   and this 

difference represents the thermal stability of the glass [38, 39].  The glassy becomes more stable as 

T increases. On the other hand, the temperature difference T is a perfect signification of 

thermal stability because the higher the value of this difference gives higher resistance to 

crystallization and thus more the retard in various the nucleation processes [39]. 

The glass alloys with lower T values are expected to have higher electrical conductivity 

[40, 41]. The obtained values of the thermal stability T  for the investigated alloys are computed 

and summarized in Table 4. The values of, T , decrease (as presented in Table 4 with the 

increase of Se content.  In other words, the thermal stability against crystallization is getting worse 

with increasing of concentration of Se element in the studied system. Thus, the investigated glassy 

alloys are less stable whenever the Se content increases.  

In the same subject, there are other two criteria give information about thermal stability, 

which suggested  by Saad and Poulain [42]. The first one is called S-parameter (SP) and the second 

is called the weighted thermal stability criterion ( H  ), they are given by the following equations: 

 

[ ( ) ]P p C

g

T
S T T

T


   ;  

g

T
H

T


                                                     (20) 

The thermal stability SP, refers to the resistance to devitrification after the formation of the 

glass. The difference between
 pT , and cT  in Eq. (20), is linked to the rate of devitrification 

transformation of the glassy phases. The values of SP and H   for the As40S60-xSex glassy alloys 

with (x=0, 15, 30, 45 and 60 at. %) at the mentioned heating rate are computed for crystallization 

stage and presented in Table 4. It has been observed that the values of T , the SP and H  do-

follow decreasing trend with an increase of Se content. These combined reasons and all these 

criteria in crystallization stage are utilized to determine the stability in terms of the change of Se 

content in the investigated glassy alloys.   

 

3.3.3. Hruby criterion and the glass-formation factor  

Hruby’s criterion (
rH ) which utilized to deduce the thermal stability of the glass via the 

characteristic temperatures based on the following relation [43]: 

 

,r

m p

T
H

T T





            

                                                         (21) 
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The parameter 
rH  gives the probability of obtaining glasses which increases as the 

difference 
m pT T decreases and T increases. The obtained values of 

rH indicate that the glass-

forming is almost difficult because the values of the mentioned parameter are close to 0.1, where if 

the parameter
rH  is less or equal 0,1 , the glass-forming will be difficulted, while good glasses can 

be formed if the parameter
rH  is more or equaling to 0.4 [43].                                                                                                              

On the other side, the glass-formation factor or ability parameter (
Hk ) of the investigated 

system is expressed by: 

H

m c

T
k

T T





                                                                          (22) 

 

The 
Hk parameter used as a measure of the glass-forming tendency, for an instant the 

higher values of criterion parameters reveal the greater thermal stability of the formed glass. The 

values of all these parameters are estimated for the studied glassy alloys and then summarized in 

Table 4. Both of these parameters (
rH  and 

Hk ) regressive with increasing of the Se content. 

Thus the ability to the glass-forming is diminished.  

 

3.4. Estimation of optical energy gap 

The empirical optical energy gap,  
gE  can be obtained as a function of the glass transition 

temperature, 
gT  from the Shimakawa’s equation [44]: 

3
298

5.11 10 [ ]
2

gopt

g

T
E

r




 
  

                                                               (23) 

 

where, 〈r〉 is the coordination number which previously mentioned. The computed values decrease 

and behave the same manner as the glass transition temperature, 
gT  as shown in Table 4. 

 

3.5. The exothermic heat flow analysis 

Fig. 3 shows the exothermic heat flow (
exoQ ) against temperature (T) at (x=0 at.% ) in 

the crystallization region, as one example from all studied alloys. In Fig. 3, T is the crystallized 

fraction at a given T expressed by relation / ,T TA A   where A is the total area of the peak and 

AT is the area of the crystallized part (the area between Ton. and a given temperature T). Both Ton 

and Tend are the initial and final crystallization temperature, respectively.  

 

 
 

Fig. 3. DSC traces for bulk As40S60 glass alloy at 5 Kmin
-1

; for the exothermic peak. 

 

In the same way, the area under the crystallization peak is directly proportional to the total 

amount of crystallized alloy. The ratio between the selected ordinates and the total area of the 

exothermic peak shows the corresponding crystallization rates, which make it possible to plot the 

curves between volume crystallization fraction and temperature. 
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The experimental graphical of the volume fraction crystallized (  ) appears the typical 

sigmoid curve as a function of T at different β for the studied system as demonstrated in Fig. 4  

and expressed as follows: 
99

0 0

/
s

exo exo

i i

Q Q
 

                                                                (24) 

 

where s is a number of points of exoQ , (namely, s=0 to 99). According to Eq. (24), the value of 

 varies in between 0 and 1 corresponding to a minimum and maximum crystallization fraction, 

respectively. Three main stages can be distinguished. The stage (1) represents nucleation which 

occurs at various points in the bulk of the alloy. The stage (2) shows the growth of nuclei with 

increased rate of reaction as the surface area of nucleation increases. The stage (3) shows the 

decreases in surface area as a result of nuclei coalescin, the positions of the stages are shown in 

Fig. 4. 

 
 

Fig. 4. The typical sigmoid curve of the volume fraction crystallized as a function of temperature,  

T, for As40S60-xSex (x = 0, 15, 30, 45 and 60 at. %) alloys at 5 K.min
-1

. 

 

Now, the relationship between crystallization rate ( )d
dt


 and the temperature produced 

by differentiating of the volume crystallized fraction as a function of time (t), which given by the 

subsequence equation for the maximum crystallization rate: 

 

( ) ( ) ( )p p p p

d dT d d
T

dt dt dT dT

  
                                                  (25) 

 

Figs. 5 represent the crystallization rate ( )d
dt


as a function of temperature for the 

exothermic crystallization peak. The values of the maximum crystallization rate evaluated using 

Eq. (25) and listed in Table 4. From Fig. 4 and Fig. 5, one can conclude that the saturation of 

crystallization shifts towards the lower temperature as the Se content for the investigated glassy 

alloys increases.          

 

 
 

Fig. 5. Crystallization rate versus temperature of the exothermal peak for As40S60-xSex  

(x = 0, 15, 30, 45 and 60 at. %) alloys at 5 K.min
-1

. 
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3.6. The glass transition  

The apparent activation energy of the glass transition (Et) of the investigated glassy alloys 

has been computed by Kissinger’s formula [45]: 

 

 2ln .g t gT E RT const                                                          (26) 

 

Fig. 6 plots the relation between the,  2ln gT , against 1000/ 
gT  for the studied 

chalcogenide glassys. From the slope of the fitted data, the activation energy for the glass 

transition Et  has been obtained and equaled to 5.87293 kJ/mole (1.40501 kcal/mole) by 

Kissinger`s formula. The computed value of Et lie in the range generally observed for other 

chalcogenide glasses [46, 47, 38].  

 

 
 

Fig. 6. The plot of  2ln gT  verses 1000/ 
gT  for As40S60-xSex (x = 0, 15, 30, 45 and 60 at. %)  

alloys at 5 K.min
-1

. 

 

3.7. Fragility index 

The liquid fragility is an important parameter that has beneficial as a basis for organizing 

data on glass-forming liquids and then facilitating the investigation of relaxation processes and 

glass transition in the super-cooled liquid state. The fragility index (F) can be determined by the 

subsequent relation [48, 49]: 

ln(10) 2.303

t t

g g

E E
F

RT RT
                                                      (27) 

 

where 
tE  is the activation energy for the glass transition that has been estimated according to 

Kissinger’s relation. Fig. 7(a) appears the plot of the liquid fragility, F as a function of (1000 / gT ) 

based on Eq. (27). From this figure, one can note that the value of F increases with the decreasing 

of Tg. 

 

    
 

Fig. 7. The plot of the liquid fragility, F versus 1000/ 
gT  (a) the plot of the cooling rate, (Qc) as a 

function of the glass transition temperature, 
gT  (b) for As40S60-xSex (x = 0, 15, 30, 45 and 60 at. %) 

alloys at 5 K.min
-1

. 
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3.8. The cooling rate 

The dependence of the cooling rate (
cQ ) on the glass transition temperature measured 

during cooling obeys the subsequence equation [50- 52]: 
2

[ ] [ ]
2.303

g g

c

t

RT T
Q

E F
                                                                 (28) 

 

The plot of the cooling rate as a function of the glass transition temperature is presented in 

Fig. 7(b). We note from this figure that the cooling rate has the same behavior of the glass 

transition temperature. 

 

3.9. The activation energy by non-isothermal methods 

The DSC data have been analyzed by several methods to obtaine the activation energy of 

amorphous-crystalline transformation ( cE ), the Avrami exponent (n), the frequency factor ( 0K ) 

and the rest constants for the studied glassy alloys. 

 

3.9.1. Kissinger Method 

The activation energy of amorphous-crystalline transformation is originally computed 

utilizing Kissinger’s formula [45] as follows: 
 

 2

0ln ln( )p c p cT E RT E RK                                                         (29) 

 

Fig. 8 shows the plots of  2ln pT  against (1000 )pT for the studied system. The plots 

were found to be straight line. The values for cE  equal to 6.75263 kJ/mole (1.61546 kcal/mole), 

whereas the value of 0K  equal to 
6 1(3.34 10 )s   for exothermic peak.  

 

 
 

Fig. 8. The plot of  2ln pT  versus (1000 )pT  for As40S60-xSex (x = 0, 15, 30, 45 and 60 at. %)  

alloys at 5 K.min
-1

. 

 

On the other hand, one can compute the kinetic exponent from the experimental values of 

the ( )p

d
dt


 by the subsequence equations: 

2

10

( / )

(37 10 ).

P p

c

RT d dt
n

E







                                                             (30) 

2
4(2.5 10 ) P

c W

TR
n

E 

                                                               (31) 

 



290 

 

where,     is the heating rate and
 W is the full width at half maximum (FWHM) of the 

exothermic peak.  The values of n  for studied glassy alloys are computed and listed in Table 4. 

The numerical values of the experimental data, 
pT , and ( )p

d
dt


, are shown in Table 3 and 

Table 4, respectively, and the value of the activation energy of crystallization process for the 

crystallization peak which get from Kissinger method (1.61546 kcal/mole), make it possible to be 

deduced, through Eq. (27), the kinetic exponent, n, for each of the  studied samples, whose values 

are also given in Table 4 have be computed according to the mechanism of crystallization 

Mahadevan et al.  [38]  which has appeared that n may be 4, 3, 2, or which are linked to different 

glass-crystal transformation mechanisms: (n =4, volume nucleation, 3D growth); (n =3, volume 

nucleation, 2D growth), (n = 2, volume nucleation, 1D growth); n = 1, surface nucleation, one-

dimensional growth from surface to the inside. Therefore, bearing in mind the above obtained 

average values, 2.31n    based on Eq. (30) and 2.97n    according to Eq. (31) (as shown in 

Table. 4) for the crystallization peak, means (volume nucleation, 2 D growth). The computed n 

values are not integers. This means that the crystallization occurs by more than one mechanism 

[53, 54]. 

 

3.9.2. Matusita Method 

Furthermore, the activation energy of the studied glassy alloys was computed via the 

Matustia formula [55]: 

ln( ln(1 )) ln 1.052 .cmE
n const

RT
                                                 (32) 

 

where (m=n-1) is the dimension order parameter and (n) is constant related to the crystallization 

mechanism. Fig. 9 plots ln( ln(1 ))   versus l000 /T at 5 K/ min. for the studied system. For 

the computation of cE  we take into consideration the linear region of this plot. From the average n 

values and mEc (n=m+1), the effective activation energies Ec for the studied system are computed 

and listed in Table 4, where (n= 2.97 and m=1.97).  

 

 
 

Fig. 9. The plot of ln( ln(1 ))   versus ( l000 /T ) for As40S60-xSex (x = 0, 15, 30, 45  

and 60 at. %) alloys at 5 K.min
-1

. 

 

 

3.10. Kinetics parameters of the crystallization 

According to Surinach et al. [56] and Hu and Jiang [57] the thermal stability of glassy 

materials estimates via two criteria by taking advantage of Arrhenius 's equation as follows: 

0( ) exp[ ]c
g

g

E
K T K

RT
  ,

      

0( ) exp[ ]c
p

p

E
K T K

RT
                                    (33) 

 

where,
 cE is the effective activation energy for the crystal growth, 0K  is the pre-exponential 

factor or so-called the frequency factor, and R is the universal gas constant (8.314 J/mole.K).  The 
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resulting values of these two criteria allusive the tendency of glass to devitrify on heating whereas 

the glass formation is a kinetic process. The larger their values are the greater the tendency to 

devitrify. These computations have been carried out in order to compare the stability sequence of 

the studied material from the quoted parameters with the corresponding sequence computed from 

stability criteria based on characteristic temperatures. The ( )gK T and ( )pK T , as a function of 

gT  and 
pT  for the studied alloys are presented in Fig. 10. According to the literature [58, 59], the 

smaller the values of ( )gK T  and ( )pK T criteria, the better should be the glass-forming ability of 

the material. So the data for both ( )gK T  and ( )pK T  indicate that the thermal stability decrease 

with increasing Se content. 

 

 
 

Fig. 10. The plot of ( )gK T and ( )pK T
 
as a function of 

gT  and 
pT  for As40S60-xSex  

(x = 0, 15, 30, 45 and 60 at. %) alloys at 5 K.min
-1

. 

 

 

3.11. The iso-conversion methods 

3.11.1. Classification of the iso-conversion methods  
The principle of iso-conversional states that: "The rates of reaction for the solid state rely 

only upon the temperatures at constant scope of conversion".  According to this principle, the iso-

conversion methods and contrast to the non-isothermal methods which implies that both of the 

Avrami exponent,  n  and the activation energy cE should be constant quantities during the 

transformation process.  In contrast, some author's obtain that n and cE values are not necessarily 

constant but vary during the transformation process. The variation of the activation energy cE  can 

be expressed by the local activation energy, E . The local activation energy, E  of amorphous-

crystalline transformation can be computed by several iso-conversional models [60]. Iso-

conversional methods can be divided into several types on this pattern, (isothermal/non-

isothermal), (differential/integral) and (linear/nonlinear). The main reasons for this classification 

that may be able to change by specific multiples emerging from numerical 

(differentiation/integration) of temperature integral and then beget similar E  dependency 

styles [61]. 

 

3.12. Estimation of activation energy 

3.12.1. Linear differential iso-conversional Method 

The method that proposed by Friedman is a good reliable iso-conversion method because 

it avoids any mathematical approximations [62]. This method sometimes recognized as 

transformation rate-isoconversional method, utilized the differential of transformed fraction and 

thus is named differential iso-conversional method. In our framework, this method has the 

subsequence general relation: 

,
,

ln( ) [ ]
E

c
RT



 
 

                                                                (34) 
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The plot of, (
,

ln( )
 

 ) vs.  )
,1 T  ) at a certain values of   accurately requests 

numerical differentiation.  The mentioned plotting should be a straight line whose slope gives us 

the E values. Fig. 11 represents the plot of (
,

ln( )
 

 ) vs.  )
,1 T  )  at 5 K/min and for  0.5  ,   

0.7   for the studied samples. The obtained E values are significantly irregular and equal to 

7.126 KJ/ mole for 0.5   and 5.86 KJ/mole for 0.7  . 

 

 
 

Fig. 11.  The plots of ln( )


 versus l000/T  T at specific degree of crystallization, α=0.5  

and α=0.7 for the studied system. 

 

3.12.1.1. Linear integral iso-conversional method 

There are many linear methods and approximations which applied to numerically solve the 

temperature integral [63], in this work; we will utilize the most popular method, namely, 

Kissinger-Akahira-Sunose (KAS) method [64], which has the subsequence generalized relation: 

 

2
ln( ) [ ]

E
C

T RT



 


                                                              (35) 

The local activation energy of crystallization E  is computed from the slopes of the 

resulting straight lines for the plots between 
2

ln( )
T


 against, 

1000

T

. Fig. 12 represents a graph of 

the Kissinger equation for different fractional conversion,  where 0.1≤   ≤ 0.9 at heating rate 

equals to 5 K/min
-1

. The yield values of the local crystallization activation energy E as function 

of various degree of conversion,  , are decreased with increasing of  degree of conversion as 

shown in Fig. 13.  The behavior of increasing for E  as a function of   can be referred to the 

breakage of strong linkages of linear chain as a result of increasing Se content in the studied 

alloys. 

 

 
 

Fig. 12.  The plots of 
2ln( / )T versus l000/T  T at specific degree of crystallization,  

α (0.1 to 0.9) for the studied system. 
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Fig. 13. The plots of the local crystallization activation energy E as function of various degree of 

conversion,   for the studied system. 

 

3.13. The validity of JMA or SB model  

To describe the crystallization process, there are two suggested functions ( )y   and 

( )z  , which are named the test functions and utilized to test the validity of JMA or SB modal and 

the two functions are expressed as follows [65]: 

( ) exp( )cE
y

RT
  

                                                                 (36) 

 
2( ) .z T                                                                      (37) 

 

According to JMA and SB models, the theoretical heat flow,   is given by the 

subsequence equation [62]:  

( ). .exp[ ]. ( )c
c

E
H A f

RT
                                                             (38) 

 

where, cH  is the crystallization enthalpy,  A  is the pre-exponential frequency factor, cE  is the 

overall crystallization activation energy, and , the degree of crystallization or conversion and 

( )f   is the analytical expression of the kinetic model function.  The analytical functions that 

characteristic the JMA and SB model can be expressed it by the subsequence relations, 

respectively [66-68]: 
( 1)/( ) (1 )[ ln(1 )] n nf n                                                             (39) 

 

( ) (1 )M Nf                                                                      (40) 

 

Here, the exponent n is related to the nucleation and crystal growth mechanisms whereas 

M and N are kinetic parameters and denote the relative contribution of acceleratory and decaying 

regions of the transformation process, respectively. 

The JMA model is suitable to describe the crystallization process if the maximum p 
 of 

the function of ( )z  falls into the range of (0.61–0.65) [69]. While SB model can be utilized to 

describe the thermal analyses if 0 < 
M < p 

, where 
M is maximum of the ( )y   function 

[66].  The  ( )y   and ( )z  functions are normalized within the (0, 1) range, and reach their 

maxima when   equal to 
M  and p 

, respectively, so that ,one can be expressed the two 

functions as follows: 
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To determined ( )y  function, the average values of ( )E  deduced by the iso-conversion 

method of Kissinger–Akahira–Sunose were utilized. The variations of ( )y  and ( )z  functions 

with the fractional conversion are presented in Fig. 14. From the plots of ( )y  and 

( )z  versus , the values of αM and αp
∞
 corresponds to their maxima are evaluated and the 

summarized in Table 4.  The obtained values of 
p 

 and 
M  decrease with increasing of Se 

content in the studied framework as presented in Table 4. As well, the value of 
p 

is fall into 

(0.61-0.65) range for (x=0 at.%) and significantly smaller than the fingerprint of the JMA model 

for the rest investigated alloys.  

 

 
 

Fig. 14.  The variations of
 

( )y   and ( )z  normalized functions with the fractional conversion,  

 for the studied system. 

 

Thus we concluded that the JMA mode is not suitable to study the crystallization kinetics 

for investigated alloys with (x=15, 30, 45 and 60 at. %) and suitable to study the crystallization 

kinetics for the first alloy in the studied system. The resulting values of αp
∞
 are lower values than 

0.632 indicates a complex and accelerated crystallization process [70]. Such behavior of 

crystallization could be quantitatively described by the empirical SB (M, N) model.  The kinetic 

exponents M and N are two parameters that define the relative contribution of acceleratory and 

decay parts of the crystallization process [70]. The M and N parameters can be computed by 

M values [71] as:  

( )
1

M

M

M

N







                                                                       (42) 

 

According to the average values of E, computed by KAS method from Eq. (35) and 

M

N
values computed from Eq. (42), the N values are determined via the following equation [71] 

ln( exp[ ]) ln( . ) ln[ (1 )]
M

c N
C

E
H A N

RT
                                             (43)  

 

This equation is valid in the interval of 0.2≤   ≤0.8. The values of N could be found from 

the slopes of the plots of ln( exp[ ])cE

RT
  versus ln[ (1 )]

M

N    as shown in Fig. 15 and the M 

values are computed by Eq. (42) where the value of M  is limited to the interval (0, 1). The 

intersections of these plots are utilized to compute the values of the pre-exponential factor A for 
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investigated compositions, where enthalpy ( CH ) that describe the non-isothermal crystallization 

for the studied alloys listed in Table 4.  

 

 
 

Fig. 15. The plots of ln( exp[ ])cE

RT
  versus ln[ (1 )]

M

N   for the studied system. 

 

On the other hand, the values of the Avrami exponent n and the pre-exponential factor A 

can be computed based on the JMA model by [69]:  
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                                             (44) 

 

Hence, from the kinetic equation for the JMA model, it can be written in the logarithmic 

form as [72]: 

 
( 1)

ln( exp[ ]) ln( . ) ln{ (1 )[ ln(1 )] }
n

C n
C

E
H A n

RT
  



                                 (45)    

 

Fig.  16 represents the plots of ln( exp[ ])CE

RT
 versus 

( 1)

ln{ (1 )[ ln(1 )] }
n

nn  


   for 

the studied alloys. Table 5 summarizes the parameters (M, N), the pre-exponential A, p 
, 

M and  

n. 

 
Table 5. Parameters of the normalized functions, SB and JMA model for studied alloys. 

 

x
 a

t.
%

 Max. 

"( ( )y  )" 

Max. 

"( ( )z  )" 
SB JMA 

M  
M


 N  M  n A (min
-1

) 

0 0.490 0.646 0.789 0.758 3.061 0.78260 

15 0.464 0.595 0.753 0.651 2.656 0.74616 

30 0.404 0.565 0.734 0.497 2.072 1.21131 

45 0.353 0.525 0.727 0.396 1.771 0.49934 

60 0.252 0.474 0.695 0.234 1.409 0.65265 
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Fig. 16. The plots of ln( exp[ ])CE

RT
  versus 

( 1)

ln{ (1 )[ ln(1 )] }
n

nn  


    for the studied system. 

 

3.14. The theatrical DSC curves 
In order to test the correctness of local activation energies and local Avrami exponents we 

computed the theatrical DSC curves according to the SB and JMA models by the mentioned 

equations in this regard. The deduced theoretical and experimental DSC curves based on JMA and 

SB models are shown in Fig. 17 and Fig. 18. It is obvious that DSC curves computed via JMA 

model are not agreement with experimental data in the last four alloys and agreement with the first 

alloy. On the other hand, the DSC curves computed via SB model as shown in Fig. 18 are agreed 

with the experimental data at all studied alloys. From the last discussion, we can say that the 

empirical SB (M, N) model is the most suitable model to quantitatively describe the crystallization 

process in the studied alloys. The JMA model is a specific case of the two-parameter (M, N) SB 

kinetic model. It can be show [69] that there are combination of parameters M and N 

corresponding to a given value of kinetic exponent for the JMA model (when n ≥ 1).  Therefore, 

the SB kinetic model can be used for a quantitative description of more complicated phase 

transformation involving both nucleation and growth. 

 

 
 

Fig. 17. The computed theoretical DSC curves (solid lines) using JMA model and 

 the experimental DSC curves (solid symbols) for the studied system. 

 

 
 

Fig. 18. The computed theoretical DSC curves (solid lines) using SB model and  

the experimental DSC curves (solid symbols) for the studied system. 
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3.15. Identification of the crystalline phases by X-ray and SEM analysis 
To identify the possible phases that crystallize during the thermal treatment applied to the 

glassy alloy, the x-ray diffraction patterns of glassy alloy As40S45Se15 (as an example about all 
studied samples) annealed at 370, 390, 400 and 410 K for 0.5 h, which are referred at Fig. 19 (a). 
For this purpose, Fig. 19 (b) appears the most relevant portions of the diffractometer tracings for 
the glass (after Tg) and for the material annealed process. Fig.  19 (a) has broad hump being 
characteristic of the amorphous phase of the starting material at diffraction angles (2θ) between 5

o
 

and 70
o
. The presence of one amorphous hump (at 370 K) may be interpreted in terms of the 

finding of one amorphous phase of glass. The diffractogram of the transformed material after the 
crystallization process suggests the presence of micro-crystallites of As2 (Se, S)3 of monoclinic 
crystal system as dominant phase according to JSTM (No. card: 040-0469 ) [73] at 410 K as 
shown in Fig. 19 (a), which were cause the presence of one peak in the DSC traces.. Fig. 19 (a) 
shows that the intensity of the peaks increases with increasing of annealed temperature, while there 
remains also a residual amorphous phase. We have confirmed what we saw when examining by 
utilizing x-rays to prove the amorphous and crystalline state using the electron microscope, 
namely, SEM photos as shown in Fig. 20. From this figure, one can notice that the size of 
crystallization increases with increasing of annealed temperature and also the generated crystals 
take the form similar to a spherical shape. 

 

    
Fig. 19. The plot of annealed temperature according to DSC curve (a) and the plot of x-ray  

diffraction patterns of As40S45Se15 glassy alloy (b) for the studied system. 

 

 

    
a)                                                             b)  

    
b)                                                             d)  

 

Fig. 20  SEM images of surface morpholog of the sample annealed at  : a)370 K, b)390 K, c)400 K, d) 410 K 
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4. Conclusions 
  

In the framework, the chalcogenide of the As40S60-xSex glassy alloys, with (x=0, 15, 30, 45 

and 60 at. %) are prepared by the melt-quenching technique. Structure parameters for the studied 

compositions were discussed. Fitting of the kinetic model to isothermal transformation-rate data, 

as exhibited by DSC scans. The characteristic temperatures (
gT , cT ,

pT and mT ) were computed 

and thus the activation energy for the glass transition, amorphous-crystallization, and 

crystallization transformations. The crystallization kinetics of the system was investigated by non-

isothermal DSC and the values of the activation energy, cE , and Avrami index, n, were computed 

by Matausita method also the activation energy, cE  was deduced by other non-isothermal and 

conversional methods, the crystallization activation energy ( cE ) is computed by iso-conversion 

via Friedman  and Kissinger methods. The change of value cE  with increasing crystallization 

conversion factor is attributed to the complex mechanism of the crystallization process. The results 

appear strong Se content dependence of the activation energy. Avrami exponent, n, is closed to 

2.31 and 2,97 thus corresponding to complex processes include different mechanisms. On the 

other hand, the thermal stability for the powdered of studied glassy alloys at t heating rate (5 

K/min) has been computed by various criteria. The obtained results of the ( )gK T  and  ( )gK T  

agree satisfactorily with other criteria for the studied glassy alloys. The observed data of the 

thermal stability criteria indicate that the studied glasses are the less stable. The results appear that 

the conditions of the Sestak–Berggren model are satisfied for describing the crystallization for the 

studied system. 
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